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1 Introduction
In this contribution we focus on a particular setting in which two agents are concerned by the

scheduling of a set of n jobs. The first agent, called the leader, can take some decisions before
providing the jobset to the second agent, called the follower, who then takes the remaining
decisions to solve the problem. As an example, the leader could select a subset of n′ ≤ n jobs
that the follower has to schedule. Notice that the decisions the agents can take are exclusive :
in this example, the follower cannot decide the jobs to schedule and the leader cannot schedule
the jobs. This setting falls into the category of bilevel optimization [4]. In such problems it is
assumed that the leader and the follower follow their own objectives which can be contradictory,
so leading to very hard optimization problems. Recently, many papers on bilevel combinatorial
optimization appeared, here we refer to [2, 3, 6, 5, 7, 10] just to mention a few. On the other
hand, to the authors knowledge, the literature on bilevel scheduling is much more limited.
We refer here to [1, 8, 9]. We focus in the following on single machine scheduling under the
adversarial framework where the goal of the leader is to make the follower solution as bad as
possible and provide several exact polynomial time algorithms for different objective functions.

2 Adversarial bilevel single machine scheduling
It is assumed that n jobs are to be scheduled on a single disjunctive machine. Each job j is de-

fined by a processing time pj and, depending on the problem, a weight wj or a due date dj . The
follower is scheduling jobs so that its objective function fF ∈ {
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is minimized. Beforehand, the leader can some decisions which impact the instance solved by
the follower. We consider two different scenario :
(S1) The leader selects a subset of n′ ≤ n jobs, for any given n′, that the follower schedules.
(S2) The leader decides of quantities qj so that the processing times or the weights or the

due dates are modified. The leader has a given budget Q ∈ N so that
∑

j |qj | ≤ Q. So,
if the processing times pj are modified by the leader, the follower schedules jobs with
processing times pF

j = pj + qj .
The leader takes decisions so that the optimal solution computed by the follower is as bad
as possible. Considering the three-field notation for scheduling problems, we will denote by
ADV −n the problems in which the leader selects a subset of jobs (scenario (S1)) and ADV −p



the problems in which the leader modifies only the processing times (scenario (S2)). Similarly,
ADV −w (resp. ADV −d) refers to the problems in which only the weights (resp. the due dates)
are modified. The proposed results, discussed during the conference, are summarized in Table 1.
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TAB. 1 – Complexity status of some bilevel single machine scheduling problems
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