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1 Introduction
Scheduling problems with resource limitation and precedence constraints have many appli-

cations in various fields, such as production systems, the use of multi-core parallel machines
or the design of embedded systems. Also, many authors have developed exact or approximate
algorithms to efficiently solve these problems since the beginning of the sixties.

Our study considers a parallel machine scheduling problem defined by a set of non-preemptive
jobs to be executed by identical machines. Each job has an integer release time ri, a processing
time pi and a deadline di. It has to be scheduled by one machine, each of which can process at
most one job at a time. Lastly, there are precedence relations between certain pairs of jobs.This
problem is denoted by P |prec, rj , dj |⋆ using the Graham notation [4]. This problem is known
to be NP-hard, see as example Garey and Johnson [3].

Branch-and-Bound methods are commonly considered for solving exactly scheduling pro-
blems. In the nineties, several authors developed Branch-and-Bound methods to handle the
resource-constrained scheduling problem (RCPS in short), see Brucker et al. [1] for a survey.
The Demeulemeester and Herroelen algorithm [2] is one of the most efficient Branch-and-Bound
method to solve efficiently this class of problems without release time and deadline. To our
knowledge, there is no theoretical evaluation of the worst-case complexity of this algorithm.

Parameterized complexity gives a new insight into the theoretical and practical difficulty
of solving problems instances, depending on the value of some parameters. A fixed-parameter
tractable (FPT in short) algorithm solves any instance of size n of the problem with parameter k
in a time O(f(k) × poly(n)), where f is allowed to be a computable superpolynomial function
and poly(n) a polynome of n. However few results have been produced for scheduling problems.
Van Bevern et al. [6] defined an FPT algorithm for the RCPS problem parameterized by the
tuple (w(G), λ), where λ is the maximum allowed difference between the earliest starting time
and factual starting time of a job and w(G) is the width of the precedence graph. More recently,
Munier and Hanen [5] developed a FPT algorithm for our problem with two parameters : a
first parameter µ, called the pathwidth, which is the maximal number of overlapping jobs time
windows (ri, di) at a single time t and a second parameter, the maximal processing time pmax
of a job.

This talk develops a new FPT algorithm inspired by Demeulemeester and Herroelen Branch-
and-Bound method [2]. The idea here is to mix the efficiency in practice of this latter class of
algorithms with the theoretical efficiency of FPT ones when the parameters are small. Our new
Branch-and-Find (B&F in short) algorithm and the bound of complexity are briefly presented
below.



2 The Branch-and-Find algorithm
The B&F algorithm is a search in a graph G = (V , A), instead of a tree, linking this algorithm

to a dynamic programming approach. The definition of the nodes is similar than Demeulemees-
ter and Herroelen algorithm [2] : a node is a quadruplet v = (V, t, P, M) ∈ V where V, P are
job subsets with P ⊂ V , M defines the completion time of jobs of P and t is a time instant.
The node v is then associated to a set of feasible s schedules such that :

1. Every job i ∈ V \P is completed before t : s(i) + pi ≤ t ;
2. Every job in i ∈ T \V starts after time t : s(i) ≥ t ;
3. Every job i ∈ P such that Mi = t starts at time s(i) = Mi − pi. Every job i ∈ P with

Mi > t starts either at time Mi − pi or at time s(i) ≥ t.
Let v = (V, t, P, M) and v′ = (V ′, t′, P ′, M ′) be two nodes of V . Roughly speaking, arc (v, v′) ∈
A if a feasible partial schedule associated to V ′ can be built from any partial schedule associated
to v by adding one or several jobs performed at time t or a little bit later. Then, any longest
path to a node vf = (Vf , tf , Pf , Mf ) with Vf = V defines a feasible semi-active schedule.

Our B&F algorithm simply develops graph G using several original dominance properties.
The next theorem bounds its time complexity.

Theorem 1 The B&F algorithm is an FPT algorithm parameterized by (µ, pmax) of time
complexity in O

(
n3 × µf(µ, pmax) + n2 × h(µ, pmax) + n × g(µ, pmax) × h(µ, pmax)

)
with the

functions f(µ, pmax) =
(2µ

µ

)
× pµ

max × 2µ, g(µ, pmax) = µ × (µ × ln(µ) + (2 × pmax)µ) and
h(µ, pmax) =

( µ
⌈µ/2⌉

)
× f(µ, pmax).

Some experiments on random generated instances are also provided showing that the practical
efficiency of our algorithm depends on the parameters but that the theoretical complexity is
overestimated.

An exiting perspective of this work is to study the adaptation of other Branch-and-Bound
based methods to FPT algorithm.
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