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1 Introduction

The p-center problem belongs to the family of facility location problems whose goal is to
place p centers in a network in order to minimize the maximum distance between a client vertex
and a center. There are many applications for this problem, such as the location of fire stations,
ambulance depots, charging stations for electric vehicles etc. The p-center problem is NP-hard
even in some simplified formulations where strong assumptions are made about the structure
of the graph. Here, we propose an exact method to solve the p-center problem. In the literature
several types of exact methods have been proposed, based on : integer programming model [3, 2]
or SAT formulation [4]. In this paper, the initial optimization p-center problem is decomposed
in several decision problems in which the radius is set. To solve the decision p-center problem
an exact method based on a search tree algorithm is used. The branching strategy is done
according to the learning process stemmed from the SAT resolution techniques, i.e. learning
from previous failures in order not to repeat them. Unit propagation is ensured by employing
the set covering formulation that allows to apply dominating reduction rules [1]. In order to
make better use of the learnt results during the development of the tree, restart processes are
applied regularly. Preliminary experimentation have been done on some well known instances.

2 Problem definition

Given an undirected graph G = (N | E), where N is the set of n nodes {vy, vs,...,v,} and E
is the set of edges. The distance of the shortest path between any two nodes v and v is denoted
by d(u,v). The p-center problem is to find a set of facilities S C N , such that |S| = p and
the objective function : f = maz,e yminyesd(u,v) is minimized. We notice that this problem
is equivalent to solve a sequence of set covering problems (SCP) as proposed by Minieka [6],
each corresponding to a given allowed maximum distance D. If a solution exists for SCP with
a distance D, it ensures that the optimal solution for the p-center problem is less than or equal
to D. Otherwise, the optimum solution is greater than or equal to D + 1.

3 Resolution method

First, given a distance D we create a decision graph G’ of G in which each edge between
two vertices v; and v; is defined if vertex v; can cover vertex v; within distance D. Then, the
method used to solve this set covering problem is based on a search tree that enumerates all
possible centers. The main features in such a tree are : (1) how to choose the next center to
open and (2) what are the propagation implied by these choices. To exhibit propagation we
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use the specific reduction rules [1]. These rules determines which vertices have to be centers or
not. In consequence, they remove some vertices from the decision graph. To choose the next
potential center, we used a heuristic based on SAT problem one [5]. In SAT problem, thanks
to the implication graph, when a conflict occurs, the weight of clauses involved in this conflict
increases. Then the SAT heuristic chooses its variables in the more conflictual clauses. The main
idea is to reduce the search tree by quickly pruning branches. We propose to extend it to our
problem. A conflict occurs if some nodes could not be covered, the weight of vertices involved
in the conflict increases. So the heuristic we proposed selects the next vertex according to its
weight. A sketch of our algorithm is given in algorithm 1. To improve this method, regularly
a restart is done in order to exploit the learnt vertex weights allow to develop a tree smaller
than the previous ones.

Algorithm 1 Pcenter (G',C, V', p)
Require: G' = (N, E) a graph, C C N a set of vertices, V' C N\C a set of vertices, p an integer
1: C, V' «+ reductionGraph(G’, C)

2: if cover(G’,C) then

3: return true
4: else
5 if component(G'(V')) > p —|C| then
6 analyse__conflict(G’', C)
7 return false
8 else
9: V"V’
10: while V" # () do
11: v — choice(G',C, V") ; V" + V"\{v}
12: out < Pcenter(G',C U {v}, V'\{v},p)
13: if out then
14: return true
15: end if
16: end while
17: return false
18: end if
19: end if

4 Perspectives

Next step we will introduce more reduction rules to reduce the search space. Further objective
will be to extend our works to solve the capacitated p-center problem with costs and time
dependencies.
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